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ability to view physical and virtual worlds at the
Abstract same time is called augmented reality, and is the

This paper describes the concept of augmentedocus of this paper. AR is an exciting new field and
reality, the process of drawing virtual images over thethe authors feel that it has enormous potential for
real world using a head mounted display. Using both commercial and recreational use.

wearable computers, it is possible to take augmentedsince this is a field with new technology that many
reality software outdoors and visualise data that onlypegple have not been previously exposed to, this

exists in a computer. The paper discusses all conceptsaper will provide an introduction explaining the
in de'gai_l, and the har_dware used to build the SysteM¢echnology and components in some detail. Some of
explaining the various components and costs.the AR applications developed by the authors are
Examples of AR applications developed by the then discussed, showing how the technology can be
authors are explored, showing some ideas as t0 Whajseq in the real world. Most of all, since this is a
the technology could be used for. conference about Linux and software, the rest of the

The Tinmith system is a complete software Paper then discusses how the system works from a
architecture designed to develop AR and otherSoftware point of view. We discuss the free tools we

software that deals with trackers, input devices, andused (such as Linux, GNU, and X) to build the
graphics. The design of the code is explained,system, and the overall architecture of the software.

including how it was developed. Tinmith is pa_sed ON The software developed for this system is called
a completely free software system comprising theTinmith, which was started in 1998 as an
Linux kernel, GNU tools and libraries, the GNU ngergraduate engineering project, and is now being

C/C++ compiler, XFree86 graphics server, GGl yged further as part of the author's PhD thesis. The
graphics interface, OpenGL 3D renderer, PostgreSQLsystem is always under continuous development as it

database, and Freetype font renderer. is a test bed for many new research ideas. The main
. goal was to provide a complete architecture to
1 Introduction develop AR and other applications that deal with

In recent times, numerous advances have been madé&ackers, input devices, and graphics, something that
in many areas of electronics and computing, allowingis currently not very well developed.

us to explore many p_r_eviously unknown areas andpjost of all, the paper has been written to give
open up new opportunities for research. information about constructing your own hardware.

Technology such as powerful portable computers,Hacking isn't just about software, its about using a
head-mounted displays (HMD), global positioning Soldering iron to modify your hardware, and making
systems (GPS), and software have made it possible tdlistakes. The components and their costs are

develop an augmented reality (AR) system which candiscussed, however, it is not a cheap field to be in as
be operated in a non-computer friendly, outdoor SOme of the hardware tends to be expensive and hard

environment. to find. So read on to find out more.

Imagine a user wearing a head-mounted display,2 Hardware

allowing them to watch TV or their computer on a ) ] )
virtual screen projected into their eyes, similar to The most important aspect of this work is the
before. However, using an optical combiner inside Some of the hardware is what would be termed
the HMD, it is possible to see both the real world, ‘€xofic’, in that most people do not know they even
and overlaid computer imagery at the same time. ThiseXist, let alone own them and dream of attaching



them to a PC. Without these components, thishardware for this application and so it is only really a
research would not even be possible, so it ismatter of time.

important to explain what each of them do.

[AZUM97a] 2.2 Portable Computer

The first thing to realise is that hardware enablesThe core of the system that brings everything
software to do things, you can have the best softwardogether is the laptop computer, which is used to
in the world but if you don’t have a computer to run Process the information from the sensors, and then
it on then it is useless. So in order to do AR while provide feedback to the user looking through the

walking around outdoors, we need certain partsHMD. For our system, we initially used a Toshiba

) Solo (PII-450) which is considerably more powerful.
So, to perform our research, we have built up a|aptops are very useful for a wearable because they
wearable computer [MANN96, BASS97] based gre already portable, highly integrated, are power
around a standard PC laptop, mounted on a backpacksicient, and you don’t have to solder anything. It is
When walking around outdoors, traditional 3150 possible to buy small, embedded OEM biscuit
components such as big displays and keyboards arec poards, which usually have more I/O capabilities,

all useless, and so these have been replaced withyt require you to build the case and connectors
more exotic components such as a GPS receiver, 3§/ourself.

axis magnetic compass, head mounted displays, and

custom built input devices. Any kind of laptop can be used for a wearable,
depending on your personal taste, needs, and
2.1 Integration financial resources. Some important factors are CPU,

memory, video, I/O, and Linux compatibility - and
most Pentium-based laptops work quite nicely. The
most critical ability is to have a laptop with serial,
PSB, and PCMCIA connectors to allow the
connection of various kinds of devices.

Everything needs to be carried around by the user
making them completely independent and able to
move autonomously. In order to connect everything
together and make it portable for outdoor use, each o
the components are firmly attached to a hiking frame,
with the cables tied up and secured. The figure below, .
shows each of the devices mentioned in this section,z'3 Head Mounted Displays

plus the batteries, straps, and cables used to holdhe most obvious part of the system is the head
everything together. mounted display. We use two kinds of Sony

Glasstron devices: the PLM-S700E, which runs at
800x600, and the PLM-100 display, which runs at
NTSC resolution with a VGA converter.

A HMD is a relatively simple device, (although the
most expensive) containing an LCD display similar
to that used inside a small TV, and uses mirrors and
lenses to steer the light into the user's eyes. When
wearing a HMD, the wearer is given the impression
of looking at a large screen floating several metres
away.

Fidure 1 — Tinmith Backpack Outdoors

The first thing that most people observe when seeing
the backpack is that it is heavy and bulky, and we Figure 2 — Sony Glasstron HMDs

agree with them. But it does work however, and the

main objective of the project is to perform research A traditional HMD for virtual reality is opaque, in
into augmented reality — the wearable computerthat the user wears it as part of a helmet, and the rest
aspect is not so important. As a result, erX|b|I|ty with of the world is Comp|ete|y blacked out so you are
hardware and ease of use are the most importaninmersed into the VR environment. When the power
driving factors. Given sufficient manufacturing and goes, out everything is dark and you must take the
financial resources it would be straightforward to display off to see anything. The key difference with

produce a smaller footprint device containing all the the HMDs we are using is that they are partially
components fully integrated, but this is not the areatransparent.

of interest. Some companies are starting to produce
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Virkusl imags to around 30 metres, which is not acceptable. By
Raal ' Leo | using a differential GPS receiver, it is possible to
World | receive correction signals from base stations that
. | allow us to get position updates that are at around 5
‘_‘ = :'""v...l metres accuracy, although this can vary.
Combinar Position trackers rely on some kind of infrastructure
Figure 3 — Transparent HMD Internal Construction being in place before they can be used. Systems exist
that use magnetic and ultrasonic trackers, although
Instead of using standard optics like in opaquethese have limited range and require fixed
HMDs, these use a half-silvered, optical combiner transmitters. Other systems use video cameras to
mirror. The image from the LCD display is still capture images to work out location, but image
shown to the user as before, except now the mirrorrecognition is immature and requires prior knowledge
also allows light from the real world. The end result of the surroundings. The advantage of GPS receivers
is a ghosted image where you can see the physicdk that their reference points are in orbit, meaning
world but also computer generated imagery, asthey are visible almost all the time, and work
shown in the figure below. anywhere in the world. The only catch with GPS is
that it does not work indoors.

et mAm i
Figure 4 — Simultaneous Virtual and Real Worlds
Figure 5 — Garmin 12XL GPS

'Ia'lft\ﬁ(r)igﬁremrggtnyor mtﬂZmOf t?r':gDStoonb;h‘aexg]:r:zSé Most GPS manufacturers support the NMEA-0183
(thousands of dollars) as there is not a large marke?tar!qard.’ Wh'Ch. allows us_to transmit the GPS
for these yet. Also, HMDs vary in image quality and position |nformat!on over an RS—232 serial cable to a
field of view depending on the price. Some displays PC for processing. This format is very easy to
have very dull looking images, do not work well in PrO¢€ss and_ contains the current world location in
sunlight, and have very low resolution. The term field latitude/longitude/height (LLH) values.

of view (FOV) is defined as how much of the user’s Since the GPS receiver is only being used as a way of
vision the display can draw over, the larger the view calculating position, having a unit with an inbuilt
then the more complex the internal optics are. display or map is a waste of money and not useful, as
Recently, a new generation of laser displays hasit is mounted onto the backpack. When purchasing a

emerged, which paint an image on to the retina in theGFS Unit, a good quality receiver is the criticial part,
S some units cut corners here. A 5 metre (using

back of the eye directly. These displays have a mucH _ .
higher quality image, and will soon be small and differential) GPS unit can be bought for about $500,

cheap enough to be actually used. These are stilfVNile more accurate units (from 1 to 50 cm) range
being developed but are something to look out for.  Tom $8,500 to $50,000.

2.5 Orientation Tracking

¢ Just knowing where the user is located in the real
world is still not enough for the computer to know
everything about where you are and what you are
looking at. The heading, pitch, and roll of the user’s
head is also important, as people very rarely look
exactly north. As a result, we use another sensor, a
TCM2-80 from Precision Navigation.

2.4 Position Tracking

In order to allow the computer to draw images tha
match the real world, it needs to know where you are.
When trying to overlay three dimensional models
over the real world, having an accurate position is
very important, otherwise the images will not overlay
correctly and the user will have trouble understanding
the image.

Since we are operating outdoors, we use US GlobaEhiS 'unit uses a 3-axis magngtometer to calcullate
Positioning System (GPS) satellites, along with a .eadlng relatl\{e to north, and p|tch and roll. .A ﬂl.“d
Garmin 12XL receiver unit. The GPS receiver _fllled sensor is used to prowde_ extra calibration
calculates its position once per second by Workingmformat'lon to the oanard microcontroller fpr
out its distance from a constellation of GPS satellitesP"0¢€SSING, and the_ data is then sent to a PC via an
in space. Due to atmospheric noise and intentional2SY 10 Process serial protocol, at a rate of 16 Hz.
signal degradation by the US Department of Defence,

(selective availability) the accuracy of GPS can vary
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2.7 Input Devices

A portable backpack computer is useless if the user
cannot interact with it. The HMD allows the user to
receive information from the computer, but not to
input information. Traditional desktop devices like
keyboards and mice are not practical outdoors as they
are too bulky and require a fixed surface. Instead,
devices such as small forearm keyboards, touch pad
mice, and track balls are required as an initial starting
point at least.

Figure 6 — TCM2 Magnetic Orientation Sensor

The device is mounted onto the HMD, (which is
worn by the user) so that it can sense the movements
of the user. As they rotate their head, the display
updates itself to match.

There are not many devices of this calibre on the  Figure 7 — Phoenix Forearm Keyboard and Usage

market (due to a small demand) and vary in price

depending on accuracy and range. The price for theDne thing that should be stressed is that we are in a
TCM2 range of trackers is around the $1000 mark, different environment from a desktop, with much
which is cheap in comparison to other units. The more freedom of movement, so why should we be
problem with the TCM2 compass is that it tends to restricted to primitive two-dimensional input devices
jitter and suffers from magnetic distortion. Large from 20 or more years ago? Rather than try and fit a
metal objects such as cars and street signs tend t8D immersive environment around 2D devices, why
cause the compass to output incorrect information.not use devices that are designed for the
Other techniques like using gyroscopes andenvironment? As a result, other more exotic input
accelerometers aienmune to interference, but tend means like speech recognition and 3D input devices
to have problems with drift and alignment. One are also currently being looked into.

solution is to use hybrid techniques, [AZUM99] that i L i i .
combine magnetic sensors and gyroscopes together 6t thiS point in time, we are experimenting with
using USB cameras to capture video, then perform

take advantage of their individual strengths. The . - ;
Intersense-300 (for $8,500) uses this technique toM29€ recognition of special marker patterns to allow

produce output that is much more stable and accuratet,he computer to work out the posit.ion gnd orig_ntation
of the user's hands. Hand tracking is traditionally

and is something we would like to acquire in the ' X . ;
performed indoors using expensive magnetic

future.
trackers, but these are too bulky and unworkable
26 Miscellaneous Hardware outside. By using hand gesturing, voice recognition,
i . . and home made data gloves, we hope to develop a
To provide networking, a Lucent WaveLAN card is ,seable user interface for AR. This user interface will
used. These operate at 11 Mbit/s and have reasonablgyq,y ysers to manipulate and create new objects in a

range around the building. They tend to suffer from 3 gytdoor AR environment, as shown in the mock
interference from large machinery and thick up figure below.

buildings however, so we are experimenting with
antennae placement in the building.

One problem with current PCs is the lack of serial
ports — each of the tracker devices sends its data via
RS-232 cables, and most laptops only come with one
port. As a result, we have had to use PCMCIA based
adaptor cards to provide extra ports. These come at a
cost however, a four port Quatech card costs about
$800, and the connector contains a lot of very fine
pins that can break easily when being used outdoors.

We are patiently waiting for USB technology to
mature, then we can use RS-232 to USB converters
and a hub to connect up as many serial devices as we
like — this solution is a lot more expandable and cost
effective than using PCMCIA cards. Currently, the
converters are not properly supported under Linux,

¥

i L o
. Figure 8 — Simulation Showing Hand Gestures
and also are not integrated enough to allow us to have Manipulating 3D Objects

ten of them without requiring lots of USB hubs and
power supplies to match.



3 Outdoor Augmented Reality perspective, and the images presented here are based

Given the previously integrated hardware °" this.
components, plus a suitable software system, it is

possible to take the equipment outdoors to use. 'L
[AZUM97b, FEIN97] We have implemented a e
S . S o Sy lg s
number of AR applications using the Tinmith system, e M o
. . . . . - oy T e i & -
and these will be explained in the following sections. ,,r-".i-‘* e e, ':urf i ,r-h-.;
.__,.-'-" . - kL BEE r s
S s . T+ 5
3.1 Outdoor Problems if i e = e
. . . -~ B - A
As with most research, it usually takes place indoors "-~-L._‘-~__:',r-j '_{':'_E'h H‘t{ e
under nicely controlled conditions. Factors such as "l «"‘N{ e
lighting, metal, power, and portability can be easily T _'-=_*;'..--"
controlled, as everything is static. S
Figure 9 — Wireframe Model of Selected Campus

Moving outdoors is a real challenge because
everything must be portable, power must be carried,

each unit uses a different supply voltage, and fragilegq, the renderer, instead of the user controlling the
connectors easily break. Things that work 'ndoors’position of the camera, the GPS and compass are
like the latest and greatest processors, hard disks, angsaq instead. So as you walk around the real world

3D cards, cannot be made portable. Many trackinge computer renders a scene to the display that
techniques stop working in large areas. As a resu“’attempts to match the real world.

sacrifices must be made in order to work outside.

Buildings

Probably the biggest challenge with working
outdoors is the cabling and integration — most PC
equipment is very fragile and not designed to be
moved and put under stress, and as a result, thingd
tend to break a lot. Wiring needs to be tied to the
backpack, but at the same time needs to be able to bg
removed once indoors when things are changed. If
the HMD does not work, you cannot use the laptop
screen because it is fixed down to the backpack. The
tracker devices fail to send serial data due to fragile T ———
PCMCIA connectors. Sometimes things don’t work, Ji = SN TR S L i
and then a faulty connector will begin to work again
for no real reason.

As a result, working with this equipment can be
frustrating at times, and going outside usually
involves quite a bit of preparation, including going The figure above shows one such example, showing
down three flights of stairs in the CS building from the edge of the building on the right, and the
our lab. In most cases, things are tested indoors agomputer has overlaid the wireframe in green over
much as possible before venturing into the hostilethe top. In the centre of the display is a green box,

Figure 10 — AR Wireframe Building Overlay

outdoor environment. which was used to visualise an extension to a lecture
theatre at UniSA. The wireframe is useful for
3.2 Wire Frame Augmented Reality overlaying on real objects, but not very useful for

Once the hardware issues are resolved, the reaYisualising non-existent objects. As a result, a solid
research is in augmented reality however. The main'énderer is used to produce better displays and was
output of the Tinmith software system is 3D renderedintroduced in Tinmith evo4. The rest of the screen
output. This renderer is similar to that used for gamescomponents will be explained in a later subsection.
such as Quake, except the renderer is a lot simplefrhe wireframe model does not line up with the
and has been optimised for AR, and runs in a varietyyjiging due to tracker errors — the GPS and compass
of different modes. The different versions of Tinmith 51 not perfect and as a result the image tends to drift
each have renderers of different cafiés, and S0 anq jitter across the screen instead of being perfectly
the release number will be mentioned for each one. gigple. [AZUM99] This can be partly fixed with more

In this example, we are using the wire-frame basedeXxpensive equipment, but there is no such thing as
renderer in Tinmith-1l. A model of some UniSA Perfect tracking, and there are still problems with the
campus buildings was carefully designed in computer not rendering frames to the display fast
AutoCAD over a period of about two weeks, (most €nough. As the user moves their head, the tracker
designers use this program so there is no choice ifeturns a value of the current position, which is sent

this matter) using information from the GPS to align t0 the computer with a small delay. The computer
it with the real world. The figure below shows then redraws the display, then waits for the retrace in

roughly what the model looks like from an aerial the HMD to redraw the screen. This all takes time (40
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ms and up) and even delays near 1 ms can be notice(
by the user.

3.3 Architectural Visualisation

The new solid renderer in Tinmith evo4 allowed
more powerful visualisation — rather than just looking
at enhancements of existing objects, it allowed us to
see what things would look like before they are built.
This is useful for people like architects and town
planners, they can use the computer to see in real-

time what changes to a city landscape would look at the top of the display is the compass heading,
||ke W|th0ut haVing to use a bU”dOZer. To dO thiS, the Wh|Ch is represented as notches and a Va|ue every 45
AutoCAD wire-frame model was extended to contain gegrees. As the user rotates their head, the compass
an air bridge connecting two of the campus buildings, ypdates itself and scrolls left or right to indicate the
drawn using solid polygons. new heading. The various pieces of text information
placed around the display are used to show position,
GPS accuracy, and steering instructions to the
nominated waypoint.

Figure 12 — Outdoor Navigation System Example

At the centre of the display is a blue circle indicating

, current position at the centre, with a blue triangle
T R U indicating the direction of where the user wants to go.
Shown in yellow is the outline of the buildings in the
area, which could be used to walk around the
buildings. A red line with crosshair is controlled with

a touch pad mouse to designate new waypoints on the
map. The entire display is presented as a top down
R — R = T o e view, where the direction the wearer is facing is up.
-1 Every visual cue is rotated in real time as the user
moves around.

Figure 11 — AR Architecture Visualisation Example . . . .
3.5 Integration With DSTO DIS Simulations

The figure above shows the scene outdoors throughAs part of our collaboration with DSTO, we modified

the HMD. Notice the green wireframe outline does the system (to produce Tinmith-1ll) so it would be

not line up to the building once again. Also note the able to interact with other systems. At DSTO, they

limited area that the display can actually draw on, therun a lot of simulation software, such as ModSAF

field of view of most HMDs is quite small. [ARMY99] and MetaVR [META99] (very expensive
commercial programs). The ModSAF program is
3.4 Outdoor Navigation System used to generate entities for virtual battles, containing

The original Tinmith-Il system was designed to code to generate r_ealistic intelligg_nce for tanks,
be used as a navigation system by DSTO. Tohellcopters,_ and soldiers. These entities generate DIS
navigate outdoors in unfamiliar terrain, a map and packets which are broadcast onto a network for cher

software to use. The Distributed Information

compass must be used to avoid getting lost. This dard dard . dard
tends to rely on using local landmarks, plus countingStandard (IEEE standard 1278) is an open standar
sing UDP, designed to allow simulation software to

paces and using a compass. This fails to work durind"h X ; h kes |
the night when there is no light, or in featureless Share information. The MetaVR program takes in
terrain. Also, if an obstacle like a forest or river is t1€S€ DIS entities and renders them on realistic 3D

encountered while dead reckoning, you must plow€frain.

through it rather than walk around it, otherwise you DSTO uses these programs for training simulations,
will lose your position. However, using a suitable and have tank and helicopter cockpits that people can
navigation system mapped to a HMD, it is possible tosit in (using real helicopter controls and seats, and
see exactly where you are in the world, what objectsthree projectors for an immersive feel) and interact
are around, dangerous places to avoid, and steeringjith the virtual entities. As part of a joint research
instructions to get where you are going. The goal wasproject, [PIEK99¢] it was thought it could be useful if
to improve situational awareness, make someone’she DIS systems could share information with
job easier, and give them time to think about more Tinmith. Using a Lucent WaveLAN card in the
important problems. laptop, the DIS packets were passed from the DSTO
network to the wearable by a Linux based desktop
machine. This interface allows the DIS simulations to
see the wearable moving outdoors, and also allows
the wearable to see all the DIS entities. The wearable
computer can then participate in the exercise just like

The main interface for this navigation system is a
2D top down gods-eye view of the world, with fixed
information overlaid on top, shown in the figure
below.



anything else.

The screen shots above show the displays seen by t
users indoors. The top four are MetaVR output, and
the lower one is the ModSAF entity generator. Each
of them are projected onto the walls of the

development room at DSTO, giving a command
centre like feel. As the wearable person walks around
outdoors, people indoors can keep track of their
location and current surroundings from the 3D The figure above shows some example shots of a
rendered displays. The flying vehicles are generateqyerson playing the game. Some of the Quake
by the helicopter simulator, which is being flown by monsters were modified to improve their visibility,

a human pilot indoors. The wearable user can see aljng the controls for moving the player are non-

the simulated entities on their HMD. The goal eyistent, but apart from that, the game plays exactly
achieved was to improve the situational awareness ofne same as normal.

all the users of the system.

Figure 14 — ARquake Game On Campus

3.7 Summary

The previous subsections have covered some of the
examples we have developed using the Tinmith
system. These are designed to show what AR is
capable of, but this is by no means the limit. AR and
VR systems have traditionally lacked anything in the
way of a user interface, and so the systems tend to be
very much read only — you can’t interact with them,
and this limits what you can do. By making them
more interactive, this should allow lots of new
applications.

4 Software Support

When the Tinmith system was initially being
designed, there were a number of requirements that
had to be met for the development environment. This

E [ ""-3,'- includes kernels, libraries, and development tools.
A : == i | Since a large investment of time was going to be
g = e, | made into something that could be reused in the
iy 1 _ future, making the right decision the first time was
=1 ' Fi Figure 13 important
: ; = MetaVR Screen Shots P :
_'-"E = —= Integration With Tinmith
4.1 Operating System
Some of the operating system requirements were:
3.6 AR-Quake

o ) - True pre-emptive multitasking
A project just completed_thls year was performed by _ 32.pit memory management and protection
a group of computer science honours students. The _ Interprocess communication

display module used in Tinmith was turned off, and . Tcp/|p network support

instead, the open source version of Quake was used_ Fast graphics rendering support

to draw the displays. The program was modified to . |nterface to diverse types of legacy hardware
read UDP packets generated from Tinmith’s sensor _ | ow resource requirements

processing code, and the renderer was slaved to the_ High reliability

GPS and compass positions.

By supplying the game with models of the UniSA pos is a good system if you want to talk low level
campus, the user can run around outside and play @;ith hardware, as it is only a program launcher and
game of Quake, except it is now a physical gamethen gets out of the way, but there is no support for

the game, you must move in real life. By having requirements above.

multiple wearables and wireless networking, it is

possible to play against other people in real life. Win32 has good support for new hardware being
released, with all manufacturers writing drivers, and

has a good working support base of APIs to do
everything from multimedia to 3D. However, it does
not allow tinkering with internals, no remote
administration, wastes resources, has questionable



reliability and protection, and just generally lacks the The original prototype Tinmith-I system onwards
flexibility and control required to build a system like used X protocol drawing calls, and double-buffering
this. in pixmaps for smooth refreshes. The displays were

. . quite primitive with only 2D objects, and so it was
;23 thgixvﬁggomsizz l:i:::ietlzlbvewt/r:er(;l:tgbfgofr’] cgossible to render frames at a reasonable speed using

roblems can be alwavs be fixed. Resources are ke his method. However, when rendering thousands of
p Y L € XeBrimitives per frame at very high refresh rates, X
track of carefully, and used minimally, and it is

almost impossible to crash the systems due to theilprOtOCOI breaks down. The amount of task switching

design. The support for most hardware (both new anaand IPC between the X server and display module
gn. 1 PP . . } causes the system to waste most of its CPU time in
legacy) is excellent, with well-written drivers. The

only catch is that driver support tends to lag by a fewthe kernel instead of getting real work done. The one
y P 9 by major flaw we can see with the X model for high
months for new hardware, and some rare hardware

. - performance graphics is that it requires IPC to do
takes longer. Also, the APIs for things like USB, . - . .
sound mgltimedia and 3D are also Iggging behindanythmg' although this is changing, with support for

Win32, although just recently this is starting to new architectures like DGA and GLX.
change. Many of these problems are caused byAs a result of this, a more direct approach was
hardware manufacturers, (the developers of theseneeded. It would have been possible to use the shared
drivers do a fantastic job) but at the end of the day, ifmemory extensions to send client rendered frames to
you are building something to be used in the realthe X server, but this would require writing a
world, you have to use what works. Our machinescomplete graphics library for handling lines,
previously used Slackware, but now use RedHat 6triangles, and so forth. This could take a lot of time to
distributions. The system has been tested undeimplement properly, and has been done before many
FreeBSD as well, and will port to any Unix-like times already. Unix users have tended to focus on the
system that has all the libraries we use. X window system as the only way to do graphics, but
some times direct to hardware is the only way to go.

4.2 Free Software Libraries like SVGAIlib allow the programmer to
The technical superiority of the system chosen wasyrite to the display directly, but this library is very
the main factor in selection - things like licensing, old and has limited support for newer video
cost, or favouritism were not part of the process. If hardware. It does not seem to be maintained by
there were tools that could have done the JOb betteranyone any more, and my impression is that it is
but with some kind of cost and no source code, Wepasically dead. OpenGL hardware acceleration was
would have selected them instead. HaV|ng a kernelnot Supported under Linux at the time (On'y Mesa
with open source is handy, but during the life of the with slow software rendering, more on this later).
Tinmith system, we have not yet made any changesrhe only available alternative was the Generic
to it. In reality, most people are not able to write their Graphics Interface (GGI) project. [GGIP0O0] The
own video or network card driver, or fix a bug in the pyrpose of this library is to provide an abstraction
kernel, without a lot of experience and dedication. |ayer for all graphics and input device hardware, and
Since we are not making any changes to other's codejt works on the console, in X windows using both
there are not too many differences between GPLx|ip and shared memory, the new frame buffer

BSD, and other open source licenses. drivers in the kernel, plus other special XFree86
extensions like DGA. We used the X shared memory
4.3 Development Tools target, as it was faster than the DGA (direct graphics

The GNU tools form a major core for the aperture) interface, and it did not lock up the console.
development environment, using programs such asThe GGI's ability to abstract away input devices on a
Emacs, and the GNU C/C++ compiler and debugger.variety of targets was a big plus, as handling this can
These programs have proven to be of excellentbe quite tricky in some cases.

quality, although there are some rare bugs that OCCUL,  Tinmith-evo4 was created to use the GGI
In tzet gT come!ler. Ihe .PfOStgr?.SQlf‘ dt?]tabaste Siibra